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ABSTRACT

Perception of gesturality in music performance is a multi-
modal phenomenon and is carried by the differentiation of
salient features in movement as well as sound. In a mix of
quantitative and qualitative methods we collect sound and
motion data, Laban effort qualifiers, and in a survey with
selected participants subjective ratings and categorisations.
The analysis aims at uncovering correspondences in the
multi-modal information, using comparative processes to
find similarity/differences in movement, sound as well cat-
egorical data. The resulting insights aim primarily at de-
veloping tools for automated gestural analysis that can be
used both for musical research and to control interactive
systems in live performance.

1. INTRODUCTION

By taking instrumental performance of a canonical con-
temporary piece as study object, this investigation aims
at understanding which elements contribute to the multi-
modal nature of music perception and how these elements
are interrelated.

This investigation is carried out in the context of a larger
research project which aims to develop analytical methods
for the identification of gestures in composition and perfor-
mance. The project complements a strong focus on artis-
tic practice with a cross-disciplinary approach that inte-
grates three academic disciplines. Psychological research
explores gesture categories that inform music-perception.
Music Technology uses motion data to recognise and cat-
egorise gestures in an automated way. Music Analysis
builds a framework for gestures classification in compo-
sition and performance.

In the context of the cross-disciplinary research project
the necessary skills for the multi-methodological approach
are present and in the dialogue, a perspective is developed
that can bridge between academic investigations and artis-
tic practice, in particular with the terminology and the tools
that are refined throughout the process.

2. BACKGROUND

Designing research methods that bridge between objective,
data-driven methods and subjective, perceptual reporting is
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a standard approach in social sciences, but much less so in
music research. Since music is a social, cultural as much as
as physical phenomenon, blending the two perspectives [1]
provides an overlapping field, that potentially describes the
impact and import of music in a more appropriate manner,
than using exclusively either one of the methods.

By triangulating between the four positions of the the-
ories used to structure the work-flow, the methods used
to carry out the investigation, the type and nature of the
data collected and the changing roles of the investigators,
the validity of results increases [2] and produce the essen-
tial effects of convergence, inconsistency, and contradic-
tion [3]. For a more in-depth overview on mixed-method
research please refer to [4] and in relation to motion anal-
ysis in music refer to [5].

Music analysis methods in the domains of empirical re-
search comprise the rich set of music information re-
trieval (MIR) methodologies, that originate from the need
to search and identify music pieces and have a set of met-
rics and descriptors that are unique to a given piece [6-8].
Similarly, movement research dates back at least to the
nineteenth century with the chrono-photographies by Muy-
bridge [9], and has numeric tools for extracting significant
features from, for example, motion capture data [10].

On the qualitative side, movement analysis is an estab-
lished topic in dance-research [11, 11], but also robotics
[12] and physiology and rehabilitation [13]. Here it is par-
ticularly interesting to observe that perceived movement
qualities, i.e., what makes movement expressive for our
perception, has been formalised and is now usable in math-
ematical models as well as descriptive analysis, as we will
discuss further on.

An additional pole in our configuration is a terminolog-
ical and categorisations investigation about musical ges-
ture [14,15]. This domain is informed as much by body-
related dimensions, body-instrument relationships as by
musical categories such as phrase, chunk, segment, or se-
mantic unit [16]. The question of musical content and the
size of units to investigate is directly related to the tempo-
ral frames that are perceived as a musical unit, albeit this
highly dependent on stylistic and other contextual elements
of the music investigated.

2.1 Modelling the Methods

In mixed-method research the question of the balance
between the qualitative information and the quantitative
data is critical. Even when deploying mainly data-driven
methodologies, the decisions about what data to treat in
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what way are to a certain extent subjective. In this study,
we explore a mixed method work-flow that is cyclical, and
fluctuates between purely quantitative data-driven analy-
sis with mathematical methods and subjective, perceptual
qualitative interpretation, based on reports and observa-
tions.

From a methodological point of view, this should not rep-
resent a problem, provided there is clear an unambiguous
declaration of which element is situated in which domain.
Therefore a step by step description and assignment in cat-
egories between the dimensions at hand can shed light on
the validity of the methods and the extracted insights.

In this complex work-flow that straddles the divide be-
tween objective, data-driven measurements and subjec-
tive, perceptual and self-reported impressions, the rela-
tionships between the elements are not merely cause-and-
effect driven, which makes understanding the interrelation
between aspects more complex.

Laban qualities

intersubjective qualities

QUANTITATIVE
data: audio/video/movement

study subjects

math. analysis measuring questionnaire,

subjective impression

music
performer

data: timeseries QUALITATIVE

data: derivatives, statistics

Figure 1: Cyclical model of mixed quantitative and qual-
itative methods. The axes stretch between qualitative and
quantitative methods, and between tools and processes.

In an attempt to order and map the stages of the process
and to assign the different outcomes and results to the main
categories, the following cyclical map is proposed (see
Fig. 1). Even if this arrangement neatly covers the steps
in the work-flow, it is important to stress that this repre-
sentation, as with each and every map, only represents one
point of view on the configuration.

Reading the map is done by going from the centre to the
periphery, from the musical performance, to measurement
using technologies such as Motion Capture (MoCap) and
audio video-recordings. Building on the collected data in
time-series, a mathematical analysis leads to computable
qualitative outcomes on the one hand and by evaluation
through participants of a video of the performance to qual-
itative outcomes on the other hand.

3. THE CASE STUDY

A motion capture and audio-video recording session
of a violoncello player performing the canonical piece
‘Pression” by Helmut Lachenmann [17] was carried out
(see Fig. 2). This composition is particularly interesting
for a motion study on perceived effort, because the score
prescribes the movements pertaining to specific playing
technique rather than the sounding results. In addition, it
focuses, as the name suggests, on extended playing tech-
niques for the cello that have to do with rubbing, scratching

and pressing in various ways with the hands and the bow
on the strings and other parts of the cello.

Figure 2: The Musician wearing passive reflective mark-
ers used for kinematic motion capture. Note the mark-
ers on the back of the hands (RFIN/LFIN), the tip of the
bow (CLTP), the elbows (RELB/LELB), and the forehead
(HDFR)

3.1 Multi-modal Approach

The multi-modal, blended nature of music perception that
is occurring as much on the auditory, the visual as on
the kinaesthetic sensory channels, means that investiga-
tion perceptual salience or ‘gesturality’ needs to occur in
more than one modality in order to be meaningful. The
modalities that are measurable from outside the performer
are more practical to use than those relating to her body’s
physiological data, although they may be more telling
about physicality and exertion during playing. In this study
we use kinematic motion data from Motion Capture in
combination with audio-data for the quantitative analysis,
and for the qualitative investigation we use audio and video
recordings evaluated by participants.

The point of departure for this investigation is perceived
performance effort in a combined visual auditory case.
This presupposes a definitions of effort. Apart from a phys-
ical and physiological measure, the term is used in motion
analysis, in particular in the Laban Effort dimensions [11,
p- 77]. Although in this system the term is used in an ex-
tended sense, it is still relevant for our purposes, since it
addresses the human perception of effort, rather than just
the measurable physical one. As we will see, the transfer
from subjective to objective evaluation of these dimension
also forms part of this investigation (see 3.3).

An additional core concept we focus on is that of ges-
turality. As a high-level concept that encompasses direct
perception, semantic content and other psychological, af-
fective factors, it serves to frame the more detailed sys-
tematisation found principally in the literature n musical
gesture. After having mapped out the use of the term ‘ges-
ture’ in this field the core terminology was selected and
used to structure the responses of subjective impressions
from participants (see 3.2).



An interesting parallel in this specific case can be drawn
by comparing these gestural categories to musical ones
in Lachenmann’s ‘Klangtypen der neuen Musik’ [18] and
Smalleys spectro-morphological Sound-shapes [19].

3.2 Qualitative Methods

Segments were preselected independently by all members
of the research team from the entire piece. The primary
criteria for the preselection were diversity and exemplari-
ness of the segments regarding the piece. Five segments
made it into the final selection and serve as materials for
the mixed method workflow with quantitative music and
movement analysis as well as qualitative third-person sub-
jective ratings and categorisations from watching videos of
the segments. Notably, for the qualitative ratings and cate-
gorisation the segments were condensed to a single gesture
between three and six seconds in length.

In this survey, participants (n=26) were instructed to rate
the segments based on their impressions (using various
judgements of previous work [20] complemented by a gen-
uine judgement of general gesturality) and furthermore cat-
egorise them into the concepts and terminologies presented
in the previous section [14, 15,21-23]. Within the frame-
work of the study, we looked at the ratings of the general
gesturality parameter and by introducing two main cate-
gory systems of:
functional distinction between communicative, sound pro-
ducing, sound-facilitating and -accompanying nature of
gestures [15], between ‘ergotic’ L epistemic2 and semi-
otic? gestures [14] as well as between gestures ‘helping’
the production of melody, harmony/musical structure, tim-
bre, sound level, rhythm and tempo [22].
morphological distinction between trajectory-, force- and
pattern-based primitives [23] as well as between impulsive,
sustained and iterative morphologies [15]. Beyond that,
participants of the survey were also invited to leave com-
ments to their respective choices of categorisation. These
comments serve as a verbalised pool of data flanking the
categorisation and are indicative of reasoning about fea-
tures of the video segment which led to the choice of cate-
gories.

The data sets gathered for each segment, i.e., single ges-
ture, enable the evaluation and discussion of the quantita-
tive continuous sound and motion data from the perspec-
tive of momentary qualitative data.

3.3 Quantitative Methods

The quantitative analysis of the musical performance is
based on the extraction of lower and higher level features
from multi-modal recordings that consist of synchronised
audio and motion capture data. From the audio data, core
features such as loudness (RMS measure), centroid, bright-
ness, ad flux are extracted [8]. From the motion capture
data, position time series are extracted for three markers
placed on the forehead, back of the left hand and back

! “In the first function, ergotic, there is ... only energy communication
between the hand and the object.” [14]

2 “epistemic, is typically performed by our capacity of touch and mus-
cular/ articulatory sensitivity” [14]

3 “The third function, semiotic, is that of meaning, of communicative
intent. It’s the gestural function per se.” [14]

of the right hand of the musician and a single marker
placed on the tip of the bow. Prior to any feature extrac-
tion, the position time series are smoothed using a run-
ning average with a time window of ten samples. The
computation of movement features is done by a software
that forms part of the Machine Learning Workbench soft-
ware tool chain [24]. For each individual marker, three
kinematic features and three Laban effort features are cal-
culated. The kinematic features comprise the first three
temporal derivatives of the position time series (velocity,
acceleration, jerk) and their absolute scalar values (speed,
scalar acceleration, scalar jerk). These lower level features
directly represent physical properties of body movement.
The Laban effort features comprise weight effort, flow ef-
fort and time effort [11]. These higher level features com-
pute from kinematic input data movement properties that
are more closely related to qualitative aspects of move-
ment such as dynamics, energy and expressiveness than
the kinematic data themselves. Weight effort indicates the
forcefulness of movement and discriminates between pow-
erful and gentle movement qualities. Time effort reflects a
sense of urgency and differentiates between quick and sus-
tained movements. Flow effort represents the continuity
of movement and distinguishes between free and bounded
movements.

The implementation of the Laban feature extraction func-
tionality is based on a recently published review of algo-
rithms for calculating expressive motion descriptors [25].
For each Laban effort calculation, the input kinematic data
are aggregated over a window size of ten samples. Follow-
ing the feature extraction calculations, all audio and motion
feature time series are normalised over the duration of the
entire recording and subsequently truncated to the duration
of each of the three performance segments. All time series
corresponding to the same segment are then merged into a
single file, whose content is rendered via a simple graphi-
cal plotting routine. This routine superimposes equivalent
motion features for all marker positions and stacks differ-
ent motion features and audio features from top to bottom.
This visualisation forms the basis for a visual interpreta-
tion and comparison between quantitative, qualitative and
audiovisual performance data.

4. DATA ANALYSIS

For sake of brevity and clarity we chose to focus on three
segments.* In the following section, a brief and non-
exhaustive quantitative and qualitative analysis of each
segment is presented.

4.1 Segment Two

This segment is characterised by two short alternating
scratches and plucking on the strings below the bridge at
the edge of the string-holder.

Quantitative Assessment The bowing movements
manifest in the quantitative data as clear correlations
among peaks in the kinaesthetic and effort curves of the
right hand and peaks in the sound loudness. The brevity

4 See video of the entire piece and the individual segments:
http://mgm.zhdk.ch/?p=2021
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Figure 3: Continuous data plots of segment two.

of the velocity peaks in the right hand movement and their
flanking by pronounced peaks in the acceleration and time
effort curves are indicative of an impulsive bowing style.
During bowing, peaks in the movement of the right hand
and sound loudness are synchronised whereas peaks in the
movement of the bow are delayed. These delayed peaks
correspond to a pronounced removal of the bow after bow-
ing. This removal exhibit a strong weight effort, time effort
and flow effort, which is indicative of a forceful playing
style.

Qualitative Assessment First, the survey showed a
clear agreement between the participants categorising this
segment as sound producing (21 of 26 participants) [15]. In
the functional category system of Cadoz [14] this segment
was rated ergotic in nature by the majority of participants
(17/26). Looking at detailed aspects of sound production,
10 participants had the impression that the movements in
this segment mainly helped the sound level whereas 7 par-
ticipants chose rhythm and 5 timbre. The distribution of
answers in this categorisation system [22] is therefore not
showing conclusive agreement. The morphological as-
pects of movements [15] in this segment were clearly rated
as impulsive by a large majority (23/26). Finally, concern-
ing gestural primitives [23] participants agreed on the dom-
inance of force-based primitives (22/26).

Regarding the rating of overall gesturality (on a scale of
1-5 with 1 being low and 5 being high in gesturality), this
segment scored the lowest with a mean of 2.65.

4.2 Segment Three

In this segment, the end of the pig-sty scratching leads to
the right hand slowing bowing on the bridge’s face under
the strings and the left hand cyclically rubbing and hitting
on the fingerboard and the body of the cello.

Quantitative Assessment Percussive movements that
occur when the left hand or the bow hit the instrument
are characterised by a clear and strong synchronisation
between peaks in movement features and peaks in sound
loudness. These forceful and impulsive movements man-
ifest as synchronisations that are visible across all move-
ment features. The last loudness peak shows a clear corre-
lation with the rubbing movements of the left hand but is
de-correlated with the bowing movements of the right and

bow tip. This deviation in feature synchronisation is a good
indicator for the degree of coordination among different
sound producing movements. During the rubbing move-
ments of the left hand, the speed, acceleration, jerk and
time effort curves show a repetitive pattern of pronounced
peaks whose frequency and amplitude gradually increases.
It is during these rubbing movements, that the movement
of the forehead exhibits an interesting transition. During
less effortful left hand movements, the forehead movement
features are synchronised with the movement features of
the right hand. As the left hand movements increase in ef-
fort, the features in the forehead movements become syn-
chronised with the left hand movements instead. Accord-
ingly, the amount of correlation between sound producing
and non-sound producing movements can serve as an in-
dicator for the amount of emphasis that is being put into a
sound producing movement.

Qualitative Assessment As in the last segment, a
clear agreement between participants was observable as
this segment was categorised sound producing (21 of 26
participants). Concerning further functional categorisa-
tion, the segment was rated ergotic in nature by 13 partici-
pants whereas 8 participants chose the category ‘epistemic’
leaving 5 participants with a semiotic categorisation. The
sound helping categorisation system again produced less
agreement on a single category than other systems: 10 par-
ticipants chose rhythm, 6 timbre, 4 harmony/musical struc-
ture, 3 sound level, 2 tempo and 1 ‘other’. Similar to that,
the agreement in categorisation of morphological features
was not clear-cut with half of the participants choosing im-
pulsive (13), 7 iterative, 2 sustained and a total of 4 par-
ticipants ‘other’. Lastly, the absence of clear agreement
continues in the categorisation of the gestural primitives
with 10 participants opting for pattern-based primitives, 9
force-based, 5 trajectory-based and 2 participants ‘other’.

The rating of gesturality produced an average of 4.04 with
a large agreement amongst the raters rendering this seg-
ment the most gestural of all three.

4.3 Segment Four

In this segment the right hand plays a saltando-technique
with the bow placed under the bridge. The left hand is
passive and muting the strings.
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Figure 4: Continuous data plots of segment three.

Quantitative Assessment The percussive motions of
the bow show repetitive peaks in jerk and elevated values
in time effort and flow effort. Repetitive patterns in these
motions are either actively actuated or result from a pas-
sive bouncing of the bow. These two types can be clearly
distinguished based on the shape and correlation between
sound loudness and the jerk and flow effort of the bow tip
and right hand. For active repetitions, the features related
to sound loudness and bow tip motion show constant am-
plitudes whereas for passive repetitions, the features decay
in amplitude. Similarly, for active repetitions, the features
of the right hand show high values. For passive repetitions,
the feature values are low. In two cases, the head move-
ment shows a peak in speed which precedes a percussive
bow movement. These peaks operate as signifiers for the
upcoming sound producing movements.

Qualitative Assessment In the last of the analysed
segments, the agreement on a sound producing nature
of the segment was not distinct with only 14 partici-
pants choosing this option. All other options were cho-
sen to an equal extent with 4 participants at each of
the categories of communicative, sound-facilitating and
sound-accompanying. In the functional categorisation sys-
tem, again ‘ergotic’ was favourably chosen by 12 par-
ticipants whereas epistemic and semiotic scored with 6
and 8 choices respectively. Regarding the detailed as-
pects of sound production, 15 participants agreed on rating
the movements helping the rhythm with no other category
scoring more than 4. A similar conclusive agreement is
observable in the morphological categorisation as the ma-
jority (17 participants) clearly rated the movements in the
segment as being iterative. Finally, the overall rather dis-
tinct categorisation of this segment is also evident in the
gestural primitives with 18 participants rating the segment
as pattern-based.

Assessing the perceived general gesturality the segment
was rated gestural with a mean of 2.92. This marks the
segment as being the second most gestural of the 3 selected
segments.

5. DISCUSSION

The following discussion starts with an evaluation of the
similarities and differences between the quantitative and
qualitative analysis results. We will argue that some of
the differences result from the specifics of the experimen-
tal setup and propose means to modify and extend the
method. From this, we will try to deduce general princi-
ples for employing quantitative and qualitative analysis in
complementary ways.

Segment Two There exists a good correspondence be-
tween the quantitative data that indicate a impulsive and
forceful playing style and the qualitative rating in the mor-
phological categories.

On the other hand, the agreement among participants is
not clear when it comes to the sound helping categorisa-
tion. For instance it is difficult to discuss why a major-
ity (10/26) perceived the movements as primarily helping
the sound level. In looking at Fig. 3, it is at least obvious
that the motion and Laban derivatives accumulate in am-
plitude under the increased sound level. This is contrasted
by respective sections of low movement and sound levels
delineating an interaction of movement effort and related
changes in sound level. On the other hand, comments like:

“Rhythm is the most pervasive feature of this short se-
quence. Of my memories of the seen, rhythm is the most
important” > underline salient features of the alternative
choices (here: helping the rhythm). The theorised fac-
tors for the choice of the sound helping category further-
more ease the understanding of the large agreement in the
morphological categorisations of impulsiveness and force-
based primitives. Impulsiveness is most probably per-
ceived by the synchronised and energetic movements of
the head and the rest of the body. In these moments the
force applied emerges and becomes tangible which may be
related to peaks in the acceleration data of these compact
movements.

5 “Der Rhythmus ist die aufdringlichste Komponente dieser kurzen
Sequenz, in meiner Erinnerung an das Gesehene hat der Rhythmus die
grosste Wichtigkeit”
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Figure 5: Continuous data plots of segment four.

Segment Three This segment is characterised by a
large variety of different playing styles which causes a par-
tial disagreement in the qualitative evaluation concerning
the functional and morphological categories. Only a small
majority of the participants agreed on a predominant pres-
ence of impulsiveness. With 7 choices of the category iter-
ativity and 3 participants opting for the 4th open categori-
sation entitling it with “impulsive and iterative” and alike,
the segment is not clearly categorised. This overall im-
pression of broadly distributed categorisation data rather
than clear-cut agreement of this segment is also impres-
sively discernible in the equal distribution between pattern-
and force-based primitives. The following comments may
shed some light on the difficulties in decision: “The rhythm
of the gesture and accompanying sound made me choose
the pattern-based option. The sound rhythms translate well
into patterns.” “The beat implicates a sudden change. It is
repeated but still very force-based.”

A similar amount of disagreement exists in the func-
tional categorisation. This might be caused by the gradual
changes in the iterative left hand movements that convey
an epistemic rather than ergotic function and the variabil-
ity of the correlations between head and left hand move-
ments which indicate a semiotic rather than ergotic cate-
gorisation. These observations may be confirmed by state-
ments like the following annotating the epistemic choice:
“The performer seemed to be experiencing the tactile struc-
ture of the different cello parts directly in her gestures.
She almost seemed to be experimenting with how differ-
ent sounds can be produced by different materials.”
Segment Four There is a clear agreement between
subjective and quantitative analysis concerning the rhyth-
mical and pattern-based characteristics of the sound pro-
ducing movements. Compared to the morphological cate-
gorisation of impulsiveness in the two other segments, par-
ticipants opted for the iterative nature and pattern-based
primitives for this segment.

Less agreement was observable in the functional cat-
egorisations with, for example, half of the participants
choosing sound producing. Some comments on commu-
nicative aspects of head movements and mimic of the eyes
with statements may explain this partial disagreement: “As

I wrote earlier, the musician seems intent on communicat-
ing a mood or feeling by using her head movements and
eyes.” The described head and eye movements could also
explain the differences in the rating of the functional cat-
egories as 8 participants chose semiotic, which is possibly
related to the audience-directed communicative aspects of
these movements. Furthermore, with 6 participants opting
for the epistemic category, these movements can also be
interpreted as personal moments of discovery by the per-
former in the interaction with the instrument and the ma-
terial. A respective comment emphasises this observation:
“I think that the epistemic function is also present here but
to a lesser degree: one could explore the strings by these
rhythmic movements.” ¢

5.1 Gesturality

Looking at the rating of general gesturality of the seg-
ments, segment three was rated the highest followed by
segment four and two. The questions which arises at this
point is about the salient features in the segments which
led to the respective ratings. First, we theorise that the
amount and variety of movement as well as sound seems
directly correlated to the gesturality scores. This obser-
vation is certainly limited to a large degree by the length
of the segment and to a lesser degree by the selection of
the segments, which may explain the dominance of seg-
ment three. Second, we reason that the ratings may also
be influenced either by (salient) features not captured in
the sound and motion data (e.g. mimic, communicative
aspects of upper body/torso movements) or by more dis-
tal features like personal dispositions of the participants or
features inherent to the musical material with their socio-
cultural embedded-ness.

5.2 Differences

A number of reasons for the existence of differences be-
tween the subjective and quantitative analysis of the per-
formance may exist.

6 “Hier denke ich, dass auch die epidemische Funktion dabei ist, je-
doch zu einem geringeren Anteil. Denn durch die rhythmische Bewegung
konnte man auch die Saiten besser kennenlernen .”



Dimensionality differences The data acquisition pro-
cess reduces the performance characteristics to a few di-
mensions. As a result, the quantitative analysis lacks data
that is relevant in the qualitative analysis, for example data
related to the timbral and melodic qualities of the music or
facial expressions. The difference in the type and amount
of data available for quantitative and qualitative analysis
could be alleviated by including more sophisticated audio
analysis and by integrating facial or gaze-tracking.

Attention differences The quantitative analysis pro-
cesses all data dimensions individually and concurrently
and assigns equal relevance to each of them. In the sub-
jective analysis, by contrast, each participant focuses his
or her attention on the most salient features only and the
analysis results in a overall evaluation of high- level char-
acteristics of the performance. These differences can be
partially bridged by combining multiple ‘MoCap’ marker
positions before conducting the analysis and by weighting
the influence of each marker according to some salience
criteria.

Contextual differences For the quantitative analysis,
the sequence of observations of the performance segments
is irrelevant, since the corresponding algorithms don’t
show any memory effects. The qualitative analysis, how-
ever, is strongly influenced by the sequence of segments,
since human subjects tend to pay particular attention to
differences between the segments. For this reason the se-
quence of presented segments was randomising in the qual-
itative analysis. This difference could be reduced by inte-
grating an attenuation factor and a gradually shifting base-
line into the quantitative analysis.

Correlating Sound and Movement It is difficult to
analyse sound timbre effects in relation to sound loudness
and movement features. In the case of the present compo-
sition with its array of noisy extended playing techniques,
the task of extracting the physical motion and effort from
the sonic content is challenging. Additional sound dimen-
sions such as spectral centroid, flux, noisiness etc. could
to be taken into account. The non-standard playing tech-
niques makes using the Laban Motion Dimensions and
their computable descriptors difficult to use. These de-
scriptors seem useful to evaluate full body movements in
dance (i.e. many joints) and less for evaluating movements
of individual body parts in instrument playing (i.e. single
joints).

Quantitative versus Qualitative Evaluation Poten-
tially important expressive aspects of the performance are
not detectable from ‘MoCap’ data alone because:

- facial expression changes are indicators of expressivity
but not acquired in ‘MoCap’ data.

- small head movements have strong visual impact (carrier
of semantic information) but do not appear as significant
peaks in ‘MoCap’ data.

- upper body movements (important sound facilitating
movements) show little significant features in ‘MoCap’
data.

Large differences in absolute values of motion features

among different markers, e.g., a bow tip motion and a head

movement, do not correspond to relevance in subjective in-
terpretation. A small head movement, for example, might
be considered a more important sound accompanying or fa-
cilitating gesture than a large bow motion, because it car-
ries different signification: the former is perceived as an
expressive gesture, whereas the latter as a controlled in-
strumental action.

6. CONCLUSIONS AND OUTLOOK

The in-depth analysis and discussion on morphological
as well functional characteristics, as well as the differ-
ential observation both between qualitative and quantita-
tive methods, and within the a single analysis category,
changed the focus of this project. This meant moving
from a hypothesis based on ‘effort’ to the wider and more
versatile concept of salient features. As the interpretation
shows, quantitative and qualitative data can be put into re-
lationship and their mutual complementarity can be shown.
This means that effects and statement observed through
the qualitative methods may be better understood thanks to
the interpretation of data carried out with the quantitative
methods. The principal remaining incompatibilities have
to do with the semantic, expressive content on the level
of the musical performance (see 5.2). The highest level
of perception is also indicated in the participant’s overall
ratings on ‘gesturality’, which in this piece inherent to the
musical material (see 5.1). A stronger correspondence be-
tween the data-driven analysis and the subjective impres-
sions by participants could be achieved by adding facial
measures. Nevertheless, in order to have more encompass-
ing interpretation the complementarity of quantitative data
and qualitative statement is useful, and does not need to be
brought into total alignment.

Starting from the hypothesis that expressivity in musical
performance is carried by the perception of salient features
in movement, we come to the following insights: Perceived
gesturality is depending on salient features in movement.
In a quantitative measure these are salient contrast values,
whereas in the subjective, qualitative domain they reside in
aspects that are not by necessity those of the instrumental
actions, but rather those containing communicative infor-
mation, or in an epistemic sense emphasise the exploration
of the instrument through touching and action.

The results of this enquiry indicate that it would be use-
ful to include more dimensions for the methods used to
achieve a finer differentiation through: different sensors
(facial tracking, physiological sensor, muscle tension sen-
sors, skin conductance, heart rate, brain responses etc.);
extending questionnaire techniques (weighting/ranking in-
stead of forced-choice; extended setups such as quantita-
tive continuous measurements of audience response (e.g.,
by means of pressure sensors) as well as live ratings.

The multi-methodological approach conducted in this re-
search is guided by a motivation that is strongly rooted in
musical practice. This motivation is based on the desire
to enable computer-based interactive systems to respond
to higher level qualitative and expressive cues in a musical
live performance. In such a setup, the normal expressiv-
ity of a human performer would not need to be constrained



by functional necessities for controlling a computer-based
instrument. Rather, this expressivity becomes as an in-
trinsic carrier of meaning that is readable not only by the
audience but also by the accompanying computer system.
The identification of correspondences between a quantita-
tive analysis of sensorial data and qualitative and subjec-
tive evaluations of audiovisual performance media serves
as a very first step towards this goal. This step helps to in-
form the design and implementation of feature extraction
and machine learning algorithms that are able to mimic
human audiences in the recognition of expressivity in a
real-time, live-performance stage context. In order to have
these feature-recognition processes available in an interac-
tive system, those quantitative measures that are as close as
possible to qualitative subjective interpretation could prove
to have a powerful effect on expressivity for interactive
compositions in music and dance.
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